(1) Verify that x> = y*sin(yz) satisfies (0x/0y).(0y/0z),(0z/0x), = 1.

2* = ysin(yz) — (1)

9 (1) = 2z <3:1:) =y’ cos(yz)% (yz) + 2ysin(yz)
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(2) Consider the function f(z,y) = zy (1 — y + x). Calculate the grad-
ient vector, V', at the points (~1,0), (-1,1) and (0, ). Find the
stationary point which lies within the triangle bounded by the points
(-1,0), (0,0) and (0,1). Sketch the function within this triangle, and

mark in the directions of Vf where it has been calculated.

Vi = ((g;)y <§;)> - (y(pyﬂx),x(pzyﬂ))

For stationary point, Vf =0

1
3

y(1—y+2m):0} —1-32=0

and z(1—2y+x) =0 x=-7; and y=

. Stationary point inside triangle isat (-1, 1).

Y
The nature of the stationary point can be f=zy(1-y+z) 1
ascertained as being a minimum with-
out examining the second derivatives:
for example, the gradient vectors point .

outwards everywhere; or, the value of f

at (-1,3) is —5 whilethe edge of the J

triangle is a contour with f=0.




(3) By usingthe multivariate form of the Taylor series, derive a version of the
Newton-Raphson algorithm for numerically finding a stationary point
of a multiparameter function f(x).

Using ‘matrix-vector’ notation, the Taylor series can be generalized as
f(x) = f(%o) + (X—Xo)" V(Xo) + 3 (Xx—Xo)' VVF(o) (X—Xo) + - -

where V'V f is the matrix of second partial derivatives. For stationary points,
Vf(x) = 0. Therefore

Vif(x) = Vf(x,) + VVIF(xe) (x—%0) + -+ = 0

This is, in fact, just the Taylor series expansion of Vf. If x, is a ‘good’ estimate of
the solution of Vf(x) = 0, so that higher-order terms are negligible, then

Vi(x,) + VVI(Xo) (Xx—%0) ~ 0
[VVF(x,)] ™ [ V(%) + V(%) (x—%)] ~ 0
[VVF(x,)]™ V(x) + T(x—x) ~ 0
[VVf(xo)]_1 V(X)) + X — Xo = 0
ie. X & Xo— [VVf(xo)]_1 V(x,)
In other words, a better estimate of the solution to Vf(x) =0 can be obtained

from the values of the gradient vector and the Hessian matrix at x,. This forms
the basis of an iterative Newton-Raphson algorithm:

Xuer = Xy — [ V()] VF(xy)

where x is the estimate of the solution at the N iteration, and x,.; is the
improved update.

The Newton-Raphson algorithm above is usually by far the most efficient way
of numerically homing in on a stationary point given a good initial guess. The last
proviso is important, though, because the procedure can easily diverge rapidly
away from the solution being sought if the initial estimate is not close-enough to
the desired point.
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